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LLM’s ARRIVE IN ACADEMIA
generative AI as a blackbox multi-tool that is suddenly “dropped” in our organization



General info  - status January 2022
• GPT3 is a third generation AI model for text generation. 
• “GPT3” pars pro toto for all variations for AI models that can generate output (text and 

image) based on (human) input.
• Inputs are given through prompts by the user in natural language, output can be for 

example pictures or texts.
• Applications are often open source, easy to use interfaces, commercial version exist, 

often pay for unlimited use.
• All based on stochastic processes - no causal relationships or hard coding present
• Limited hurdles to use in day to day live - output can be delivered in various languages 
• Acceleration of development and applications since fall 2022

• I know of several cases where PhD candidates already use GPT3 as a writing aid for 
some parts of their thesis

• How is GPT3 related to research and teaching activities in academia?



Chat.openai.com

First warning on january 19th 
Privacy, knowledge security, scooping



https://www.reddit.com/r/OpenAI/comments/vc3aub/openai_is_not_open/



a robot sitting at a desk, well lit, correcting a printed text with a red / green pen with many scribbles

Extract associations from training data - “bias”



Extrapolate based on observed probabilities -> “hallucinations”



ACTION: discussion document “GPT3 and academic dishonesty” send to key stakeholders

Screenshot of discussion document https://osf.io/a85js



ACTION: LLM is included in the workshop “scientific conduct” in all integrity classes and 
in two student/teacher symposia

Screenshot of discussion document https://osf.io/a85js



LLM & EDUCATION



Midjourney: A robot as an editor of a scientific 
journal, photorealistic

Midjourney: A robot sitting at a desk writing on a 
typewriter, large pile of papers on the desk, dim lit office, cup 

of coffee on the desk, photorealistic

Midjourney: a robot standing in front of a whiteboard that 
has a drawing with a mindmap, the robot holds a pen in his 

mouth and thinks, photorealistic

One tool for different writings tasks



Written text as the product
• Text is proof of skill

• Validity of the exam is threatened

• Concepts no different from any other take home 
writing assignment - threshold and norms will change

• OER might already cover the concept of “own work”
• does not mean the threat is lessened
• Demands that you step up your game

• Committee of scientific integrity sees the issue 
primarily in the education section of our university



Written text as part of a process
• If  text must be proof of skill, then examination in 

person solves the issue

• Focus shifts to presentations, interactions to evaluate 
skill etc.

• Isolated approach not the answer 
• Snapshot of knowledge
• Labour intensive

• Combine written text with small in-person 
examinations, the process is examined, not the 
product



Example: Academic and scientific training BSc GNK LUMC

https://openpresstiu.pubpub.org/kritisch-wetenschappelijk

All three years have a single central theme or activity, 
but unit of examination is the process where subtasks are graded by specialists

We are currently considering the use of LLM as a teaching tool

Year 1 Year 2 Year 3



CHAT GPT tijdens de CAT opdracht

Verstuurd op 9 februari



Ook een uitleg video voor docenten en studenten

https://www.youtube.com/watch?v=CTzvpugu4ME&feature=youtu.be



https://www.biorxiv.org/content/10.1101/2022.12.23.521610v1

Varying sensitivity, proper specificity



Or in a context more familiar

http://araw.mede.uic.edu/cgi-bin/testcalc.pl & https://www.medcalc.org/calc/diagnostic_test.php 



Or in a context more familiar

http://araw.mede.uic.edu/cgi-bin/testcalc.pl & https://www.medcalc.org/calc/diagnostic_test.php 

Chances of “true positive” is highly dependent on a priori chance of LLM use 
For now; avoid a single detector for bulk analyses of all assignments - false positives will happen



Meeting of all exam boards of Leiden University



First case of ChatGPT fraud; high a priori chance and multiple detectors 

Report of examinator for exam board filed roughly 1 week after first suspicion on May 24th 2023
BS is member of College bBeroep voor de Examens Universiteit Leiden

REDACTED



First case of ChatGPT fraud; high a priori chance and multiple detectors 

Report of examinator for exam board



LLM & SCIENCE



Type of text matters
Empirical vs theoretical vs scholarly text

One tool for different writing tasks



GPT3 as an author

https://bit.ly/3ZLF2aI https://bit.ly/3JgHVti https://bit.ly/3mRpdk9

https://bit.ly/3ZLF2aI
https://bit.ly/3JgHVti
https://bit.ly/3mRpdk9


GPT3 as an author

https://bit.ly/3ZLF2aI https://bit.ly/3JgHVti https://bit.ly/3mRpdk9

https://bit.ly/3ZLF2aI
https://bit.ly/3JgHVti
https://bit.ly/3mRpdk9


GPT3 as an author

https://bit.ly/3ZLF2aI https://bit.ly/3JgHVti https://bit.ly/3mRpdk9

Not alone, e.g. Nature, Science  but also WAME
NB “open artificial intelligence” is up for debate

https://bit.ly/3ZLF2aI
https://bit.ly/3JgHVti
https://bit.ly/3mRpdk9
https://wame.org/page3.php?id=106


Accountability and contributorship

http://www.icmje.org/recommendations/browse/roles-and-responsibilities/defining-the-role-of-authors-and-contributors.html 



Good research practices in the Dutch code for scientific integrity

• ICMJE recommendations resonate
in the Dutch code. 

• What is the relevance for LLM?

• NB #30 - not all disciplines work
with “first/senior author” principle. 
Non adherence may be scientific
misconduct

https://bit.ly/3gGMX4k



Good research practices in the Dutch code for scientific integrity

• #34 and #40 are about explicitly
labelled as plagiarism/misconduct.

• #35: “verifiability” and “replicate”

https://bit.ly/3gGMX4k



Accountability and contributorship

https://casrai.org/credit/



WAME position
• 1. Chatbots cannot be authors. Chatbots cannot meet the requirements for authorship as they cannot 

understand the role of authors or take responsibility for the paper. Chatbots cannot meet ICMJE authorship criteria, particularly 
“Final approval of the version to be published” and “Agreement to be accountable for all aspects of the work in ensuring that 
questions related to the accuracy or integrity of any part of the work are appropriately investigated and resolved.” (21) A chatbot 
cannot understand a conflict of interest statement, or have the legal standing to sign a statement. Chatbots have no affiliation
independent of their creators. They cannot hold copyright. Authors submitting a manuscript must ensure that all those named as 
authors meet the authorship criteria, which clearly means that chatbots should not be included as authors.

• 2. Authors should be transparent when chatbots are used and provide 
information about how they were used. Since the field is evolving quickly at present, authors using a chatbot to help them write 
a paper should declare this fact and provide full technical specifications of the chatbot used (name, version, model, source) and 
method of application in the paper they are submitting (query structure, syntax). This is consistent with the ICMJE 
recommendation of acknowledging writing assistance. (22)

• 3. Authors are responsible for the work performed by a chatbot in their paper (including the 
accuracy of what is presented, and the absence of plagiarism) and for appropriate attribution of all sources (including for material 
produced by the chatbot). Human authors of articles written with the help of a chatbot are responsible for the contributions made 
by chatbots, including their accuracy. They must be able to assert that there is no plagiarism in their paper, including in text
produced by the chatbot. Human authors must ensure there is appropriate attribution of all quoted material, including full citations. 
They should declare the specific query function used with the chatbot. Authors will need to seek and cite the sources that support 
the chatbot’s statements. Since a chatbot may be designed to omit sources that oppose viewpoints expressed in its output, it is 
the authors’ duty to find, review and include such counterviews in their articles.

• 4. Editors need appropriate tools to help them detect content 
generated or altered by AI and these tools must be available regardless of their ability to pay. Many medical journal 
editors use manuscript evaluation approaches from the 20th century but now find themselves face-to-face with AI innovations and industries from the 
21st century, including manipulated plagiarized text and images and paper mill-generated documents. They have already been at a disadvantage 
when trying to sort the legitimate from the fabricated, and chatbots such as ChatGPT take this challenge to a new level. Editors need access to tools 
that will help them evaluate content efficiently and accurately. Publishers working through STM are already developing such tools. (23) Such tools 
should be made available to editors regardless of ability to pay for them, for the good of science and the public. Facilitating their use through 
incorporation into open-source publishing software such as Public Knowledge Project’s Open Journal Systems (24), and education about the use and 
interpretation of screening outputs, would make automated screening of manuscript submissions a much-needed reality for many editors.

https://wame.org/page3.php?id=106



LLM in disserations



Dissertations are both science and exams

Conflicting stance towards allowance of generative AI?

What are the norms? 



1) Did you use Large Language Models, such as ChatGPT, in the creation of your thesis?
No
Yes, for (multiple options possible)

i. Idea development: I used LLM to further investigate aspects of my field of research. This 
led me to new ideas that were eventually included in this thesis. I did not include any text 
output from LLM in my thesis.
ii. Text correction: I used LLM to correct/improve/translate a draft I had written. I 
incorporated this newer version of the text into my thesis, with or without manual 
adjustments.
iii. Text generation: I used LLM for text generation based on my input. I incorporated this 
generated text into my thesis, with or without adjustments.

2) If yes, please describe below how, and where in your thesis. Clearly differentiate between the 
scientific and the non-scientific part of the thesis.

3) Did you describe the use of LLMs as answered above in your thesis:
Not applicable
No: explanation
Yes, partially: explanation + reference to page numbers
Yes, completely: explanation + reference to page numbers

https://osf.io/4vr5w

Norm exploration at the LUMC graduate school



Build into Converis -

- agile as we run our 
own instance of 
Converis

- Announced before 
implementation 
(March 1st vs 15th) 



First entry on 24-4-2023

REDACTED



conclusions



https://paperpal.com/



Identify the norms of LLM in academia
• Questionnaire to 300+ PhD candidates, all with same level of training on 

scientific integrity. (LUMC and Science faculty) 

• Previous participants of workshop “Scientific Conduct” (before february 2022)

• Question type is based on a scenario, with varying levels of chatGPT use, and 
varying types of use (idea generation, text generation, tekst correction) 



conclusions
- LLM are now available to most of us as closed blackbox multi-tools

- Bias, hallicunations, commercial aspects

- What does Authorship mean and convey? 
- accountability vs credit vs proof of skill

- Will improve written text and readability
- especially for protocolized tekst like code (not even discussed here!)
- Not sure whether it will improve writing

- Having a dedicated team to QI was particular useful in the first couple of months.
- Quick to react
- Research, policy and teaching activities was mutually informative
- BS unique combination of roles (AWV teaching, graduate school, epidemiologist)



Qi-leiden.com/dossierLLM

• Two formal announcements/guidance 
• GDPR warning, 
• converis launch, 

• Third is being drafted as a wrap-up of 
first 6 months.

• All products of the activities I just 
described are gathered and shared

• A redacted version of this slidekit will 
also be included.  



most activities in one slide in semi chronological order

• Teacher/student debate
• Lecture Open Science Community 

Leiden - future of academic writing
• Meeting with all exam boards uni

leiden
• Lectures for several depts at LUMC 

upon request
• Lecture for Student Council LUMC
• Monitoring via Converis
• QI journal club
• Start survey new PhD’s for research 
• First case of chatGPT fraud in BSC 

thesis

• First intranet message GDPR warning

• Discussion document circulated

• Change in policy AWV courses 

• Meeting with CWI

• Publication editorial

• Change in workshop scientific conduct 
covering 75% of new PhD’s uni
Leiden (LUMC & Science)

• LUMC Graduate school board decision 
on actions

• Second intranet message: authorship

• Converis implementation LUMC



seminars  | lectures | journal club | policy | research | information
qi-leiden.com
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