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LLM’s ARRIVE IN ACADEMIA



General info - status January 2022

* GPT3 is a third generation Al model for text generation.

* "GPT3" Bars pro toto for all variations for Al models that can generate output (text and
image) based on (human) input.

* Inputs are given through prompts by the user in natural language, output can be for
example pictures or texts.

. APplications are often open source, easy to use interfaces, commercial version exist,
often pay for unlimited use.

* All based on stochastic processes - no causal relationships or hard coding present
* Limited hurdles to use in day to day live - output can be delivered in various languages
* Acceleration of development and applications since fall 2022

* | know of several cases where PhD candidates already use GPT3 as a writing aid for
some parts of their thesis

* How is GPT3 related to research and teaching activities in academia?



Chat.openai.com

ChatGPT

This is a free research preview.

ﬁ Our goal is to get external feedback in order to improve
our systems and make them safer.

While we have safeguards in place, the system may

E occasionally generate incorrect or misleading information
and produce offensive or biased content, It is not
intended to give advice,

ChatGPT

How we collect data

f- Conversations may be reviewed by our Al trainers to
improve our systems.

__rﬂ} Please don't share any sensitive information in your
conversations.

Back

MNext

First warning on january 19th
Privacy, knowledge security, scooping




@ Posted by u/nitonitonii 9 months ago JAS

279 OpenAl is not open.

@ [Other]

Normally, projects with "open" in their name tend to refer that their information will be
transparent, usually non-profits, especially within computer science, very often used for
open-source programs.

OpenAl has the right to pick the name that they want, but it's kinda misleading for the
community.

They are very clear when they call themselves a company:
"OpenAl is an Al research and deployment company. Our mission is to ensure that
artificial general intelligence benefits all of humanity. "

According to them, a kind of "ethical oriented company". Although it's hard to find a
company that doesn't present itself as a "benefit for humanity".

Do not get confused by their name, OpenAl doesn't want to be like open-source
projects, they haven't allowed free access to GPT, DALL-E, or any other software. They
are a company with profit motives, even the domain of the website is ".com" for
commercial.

(:_] 86 Comments /9 Share m Save @ Hide D Report 95% Upvoted

https://www.reddit.com/r/OpenAl/comments/vc3aub/openai_is_not_open/



red green

Extract associations from training data - “bias”



Extrapolate based on observed probabilities -> “hallucinations”

schrijf een korte biografische schets van bob siegerink. gebruik £
200 woorden, wat zijn achtergrond is, en het odnerwerp van zijn
onderzoek.

Bob Siegerink is een vooraanstaand onderzoeker op het gebied [ d9 &P

van bloedstolling en trombose. Hij werd geboren in Nederland en
ontwikkelde al op jonge leeftiid een passie voor wetenschap en
...cuisch onderzoek. Na het behalen van zijn bachelor in de
biomedische wetenschappen aan de Universiteit Utrecht,

voltooide hij zijn promotieonderzoek aan dezelfde universiteit.

Siegerink's onderzoek richt zich op het begrijpen van de
mechanismen achter bloedstolling en de ontwikkeling van
trombose. Hij heeft zich gespecialiseerd in het identificeren van

risicofactorenen gen ans op

Regenerate response




ACTION: discussion document "GPT3 and academic dishonesty” send to key stakeholders

GPT3 and research

GPT3 and academia:
GPT3 and science/authorship future outlook and threats

GPT3 and academia:
introduction

GPT3 and teaching GPT3 and academia:

further material

Most pictures/screenshot in this presentation contain text and images generated by Al models

Screenshot of discussion document https://osf.io/a85js



ACTION: LLM is included in the workshop “scientific conduct™ in all integrity classes and

in two student/teacher symposia

Actions taken by QI team

* "GPT3 and academic dishonesty” is discussed in the workshop “scientific conduct”
for the LUMC and science faculties - other faculties might follow suit soon.

* A questionnaire on GPT3 and academic dishonesty is currently being developed,
and will be send out to 400+ PhD candidates who followed the workshop
“scientific conduct” in the last 18 months at the LUMC and science faculty

* GPT3 is being implemented in the assignments “critical and scientific reasoning”
as well as "academic development” in year 1 and 2 of the bachelor Medicine.
Other programs might follow.

* A blog reflecting on the issue is being written as a joint production of the QI team
and the Center for Digital Scholarship.

Screenshot of discussion document https://osf.io/a85js



LLM & EDUCATION



One tool for different writings tasks

Textigeneration Text correction:



Written text as the product

* Text is proof of skKill
e Validity of the exam is threatened

* Concepts no different from any other take home
writing assignment - threshold and norms will change

* OER might already cover the concept of “own work”
* does not mean the threat is lessened
* Demands that you step up your game

* Committee of scientific integrity sees the issue
primarily in the education section of our university




Written text as part of a process

* |t text must be proof of skill, then examination in
person solves the issue

* Focus shifts to presentations, interactions to evaluate
skill etc,

* |solated approach not the answer
* Snapshot of knowledge
* Labour intensive

* Combine written text with small in-person
examinations, the process is examined, not the
product




Example: Academic and scientific training BSc GNK LUMC

. Patiént (praktijk) Vertaalslag (expert) Wetenschap (literatuur)

Kritisch en
Wetenschappelijk 1 Klinisch scenario
Denken . trefwoord

Medical personnel r> 2 klinische vraag > 3 literatuur search
Een Korte must be vaccinated
Introductie for Sars-COV-2 in 4 kritisch

order to prevent a beoordelen artikel

medical crisis in the I}

COVID-19 wave. 5 ‘evidence’
l 6 commentaar: <—r—
4 ; besluitvormingsproces
. ) : — | EBM verwoorden
Michael Vlerick L7 bottom line
DALLeE prompt - a picture of a nurse who struggles to get free while three oth:
S
Year 1 Year 2
Year 3

All three years have a single central theme or activity,
but unit of examination is the process where subtasks are graded by specialists

We are currently considering the use of LLM as a teaching tool

https://openpresstiu.pubpub.org/kritisch-wetenschappelijk



CHAT GPT tijdens de CAT opdracht

Beste Studenten,
wellicht hebben jullie al wel gehoord over chatGPT, een zgn. large language model. Samen met de andere docenten heb ik

me erin verdiept en onszelf de vraag gesteld hoe deze nieuwe technologie ons werk (onderzoek en onderwijs) gaat
veranderen. We zijn hier nog lang niet mee klaar, maar we hebben al wel duidelijk wat de relatie is tot de CAT-opdracht.

Ons formele standpunt is eigenlijk samen te vatten tot twee punten.

*\anwege de opzet van de CAT, waarbij een klinische casus de basis vormt voor een kritische beschouwing van enkele
artikelen, zullen large language models (LLM) zoals chatGPT niet erg behulpzaam zijn in het schrijven van de CAT
opdracht.

eDe versie van je verslag dat beoordeeld wordt door je begeleider moet door jouw geschreven zijn; we informeren alle
begeleiders dat LLM niet onderdeel vormen van de CAT opdracht.

Maar daar hoort natuurlijk een uitleg bij. [k heb een video opgenomen waarin ik in 20 minuten die uitleg geef. Als je
gebruikt maakt van deze link (passcode C58vH*bU), krijg je zowel mij als mijn slides te zien. Deze versie is 60 dagen te
streamen vanaf nu. Ook heb ik een versie met alleen de slides aangehangen aan dit bericht.

Mocht je vragen hebben, of verder willen meedenken over large language models in de geneeskunde, stuur me dan een
mailtje op b.siegerink@lumc.nl. Ik zet je dan op een lijstje wat ik zo nu en dan raadpleeg als ik denk dat dat we wel wat
inbreng van studenten kunnen gebruiken.

Succes met je CAT-opdracht.
Bob Siegerink

Verstuurd op 9 februari



Ook een uitleg video voor docenten en studenten

= ©Premium Search 7

ChatGPT - large language model

e Een voorbeeld van machine * Software voor het (her)schrijven
learning based software van teksten op basis van input van
de gebruiker.

* chatGPT is van Openai.com

« Huggingface.com * Kan teksten genereren, maar ook

corrigeren
* Alles is gebaseerd op associaties, |
waarbij de onderliggende data de * Werkt op basis van prompts, en
samenhang bepaalt en oorzaak en geeft op basis van associaties uit
gevolg soms heel moeilijk uit elkaar ~ frainingsdata suggesties voor tekst
te halen zijn * Is de tekst wel correct?
- verwisselen genotype -> fenotype * Is de tekst niet gebiassed?

ChatGPT tijdens de CAT-opdracht

o Unlisted

Bob S
. oy e . \L v .

https://www.youtube.com/watch?v=CTzvpugu4ME&feature=youtu.be

{=



Varying sensitivity, proper specificity

Al output detector scores for I:lrlglrlﬂl and gEﬁEfEII:-Ed absiracis
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Figure 2. Many generated abstracts can be detected using an Al output detector. (A) Al detection scores
as [% ‘fake’] per GPT-2 Output Detector for original abstracts and generated abstracts. Except for one case, all
original abstracts scored extremely low on the Al output detector. The majority of generated abstracts scored
high on the Al output detector, but 17 (34%) scored lower than 50%. (B) The Al output detector ROC curve for
discriminating between original and generated abstracts, with AUROC of 0.94.

https://www.biorxiv.org/content/10.1101/2022.12.23.521610v1



Or in a context more familiar

50

AN

100

Sick

Fopulation

O~

50

Well

33

17

1

Results
Statistic Value  95% CI
Sensitivity 86.00% 51.23% to 78.79%
Specificity 98.00%  89.35% to 99.95%
Positive Likelihood Ratio 33.00 4.6910232.06
Negative Likelihood Ratio 0.35 0.24 to 0.51
Disease prevalence (*) 50.00%
Positive Predictive Value (*) | 97.06% 82.43% to 99.57/%
Negative Predictive Value (*) | 74.24% 66.16% to 80.95%
Accuracy (*) 82.00% 73.05% to 88.97%

True pozitive

Falze negative False positive True negatiuve

http://araw.mede.uic.edu/cgi-bin/testcalc.pl & https://www.medcalc.org/calc/diagnostic_test.php
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Or in a context more familiar

Results 0.1 =
0.2
Statistic Value  95% CI o5 .
Sensitivity 66.00% 51.23% to 78.79% 100 Fopulation 1 90
2
Specificity 98.00% 89.35% to 99.95% /\ ”
5
0
Positive Likelihood Ratio 33.00 4.691t0232.06 10 50
5 alchk 95 Well 40
Negative Likelihood Ratio 0.35 0.24 to 0.51 20
30
Disease prevalence (*) 5.00% /\ ;E
0
Positive Predictive Value (*) | 63.46% 19.81% to 92.43% 3 2 o ;2
Negative Predictive Value {*) 98.21% 97.38% to 98.78% True positive False wnegative False positive True negative g0
Accuracy (*) 96.40% 90.63% to 99.10% a5 o5
(*) These values are dependent on disease prevalence. 0.2
o9 0.1

Prior
Froba.

Posterior
Frob.

Chances of “true positive” is highly dependent on a priori chance of LLM use
For now; avoid a single detector for bulk analyses of all assignments - false positives will happen

http://araw.mede.uic.edu/cgi-bin/testcalc.pl & https://www.medcalc.org/calc/diagnostic_test.php



Meeting of all exam boards of Leiden University

Call to action:

all exam boards need to actively ask their instructors
- identify where LLM might affect the validity of examination
- describe what context is already present to help ensure validity
- identify where LLM might be used as an educational tool
- describe a plan of action
- enforce change where needed



First case of ChatGPT fraud; high a priori chance and multiple detectors

REDACTED

Report of examinator for exam board filed roughly 1 week after first suspicion on May 24t 2023
BS is member of College bBeroep voor de Examens Universiteit Leiden



First case of ChatGPT fraud; high a priori chance and multiple detectors

GPT-2 Copyleaks Writer OpenAl
OpenAl

Paragraph | Al generated| Al generated | Human context | Human context

unclear

1 too few character |
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Report of examinator for exam board



LLM & SCIENCE



One tool for different writing tasks

Type of text matters
Empirical vs theoretical vs scholarly text



GPT3 as an author

Nurse Education in Practice
Volume 66, January 2023, 103537

Editorial

Open artificial intelligence platforms in nursing

education: Tools for academic progress or abuse?

Siobhan O'Connor? 2,1 &, ChatGPT* &

Show more

+ Add to Mendeley of Share 99 Cite

https:/(doi.org/10.1016fj.nepr.2022.103537 Get rights and content

https://bit.ly/3ZLF2al https://bit.ly/3)JgHVti https://bit.ly/3mRpdk9



https://bit.ly/3ZLF2aI
https://bit.ly/3JgHVti
https://bit.ly/3mRpdk9

GPT3 as an author

Nurse Education in Practice
i: Volume 66, January 2023, 103537
ELSEVIER

Editorial

Open artificia

Nurse Education in Practice

W ¥ 3 Volume 68, March 2023, 103599
ELSEVIER

education: To«

Siobhan O'Connor® 2.1 &, Ch Editorial

Sl ChatGPT as an author of academic papers is
et =" wrong and highlights the concepts of
accountability and contributorship

https:/(doi.org/10.1016fj.nepr.2!

Bob Siegerink *® bl o = @, Lodewijk A. Pet # 2, Frits R. Rosendaal # 3, Jan W. Schoones b

Show more

+ Add to Mendeley o Share 993 Cite

https://bit.ly/3ZLF2al https://bit.ly/3)JgHVti https://bit.ly/3mRpdk9



https://bit.ly/3ZLF2aI
https://bit.ly/3JgHVti
https://bit.ly/3mRpdk9

GPT3 as an author Not alone, e.g. Nature, Science but also WAME

NB “open artificial intelligence” is up for debate

g SR

Nurse Education in Practice
Volume 66, January 2023, 103537

ELSEVIER
Editorial

Open artificia

Nurse Education in Practice

e v 3 Volume 68, March 2023, 103599
ELSEVIER

education: To«

Siobhan O'Connor? 2! &, Ch Editorial ; ﬂj‘;;“{i_:"in

Sh ‘:“-.:I‘:-'h.".'.'l- I-'-; 3 I i 1
ow more ChatGPT as an e : . % Nurse Education in Practice

Volume 67, February 2023, 103572
+ Add to Mendeley of ¢

wrong and high e
accountability ¢ corigendum
sb siegerink 1 o = @, COITIgendum to “Open artificial intelligence
platforms in nursing education: Tools for
academic progress or abuse?” [Nurse Educ.
Pract. 66 (2023) 103537]

Siobhan O’'Connor =

https:/(doi.org/10.1016fj.nepr.2!

Show more

+ Add to Mendeley o Share

https://bit.ly/3ZLF2al https://bit.ly/3)JgHVti https://bit.ly/3mRpdk9



https://bit.ly/3ZLF2aI
https://bit.ly/3JgHVti
https://bit.ly/3mRpdk9
https://wame.org/page3.php?id=106

Accountability

2. Who Is an Author?

The ICMJE recommends that authorship be based on the following 4 criteria:

« Substantial contributions to the conception or design of the work; or the acquisition, analysis, or interpretation
of data for the work; AND

» Drafting the work or revising it critically for important intellectual content; AND
« Final approval of the version to be published; AND

« Agreement to be accountable for all aspects of the work in ensuring that questions related to the accuracy or
integrity of any part of the work are appropriately investigated and resolved.

In addition to being accountable for the parts of the work he or she has done, an author should be able to identify
which co-authors are responsible for specific other parts of the work. In addition, authors should have confidence in
the integrity of the contributions of their co-authors.

http://www.icmje.org/recommendations/browse/roles-and-responsibilities/defining-the-role-of-authors-and-contributors.html



Good research practices in the Dutch code for scientific integrity

30.

31.

32.

33.

Ensure a fair allocation and ordering of authorship,
inline with the standards applicable within the
discipline(s) concerned.

All authors must have made a genuine|

intellectual contribution to at least one of the
following elements: the design of the research,
the acquisition of data, its analysis or the
interpretation of findings.

All authors must have approved the final version of
the research product.

All authors are fully responsible for the content of
the research product, unless otherwise stated.

https://bit.ly/3gGMX4k

e |[CMJE recommendations resonate
in the Dutch code.

e \WWhat is the relevance for LLM?

* NB #30 - not all disciplines work
with “first/senior author” principle.
Non adherence may be scientific
misconduct



Good research practices in the Dutch code for scientific integrity

34. Presentsources,dataand argumentsina

L scrupulous way.
L
#34 and #40 are about exp“Cltly 35. Betransparentaboutthe method and working

labelled as plagiarism/misconduct. procedure followed and record them where

relevantin research protocols, logs, lab journals
orreports. The line of reasoning must be clear

e #3b: “veriﬂability" and “replicate” and the stepsin the research process must be
verifiable. This usually means that the research
must be described in sufficient detail for it to be
possible to replicate the data collection and its

analysis.
40. When making use of other people’s ideas,

procedures, results and text, do justice to the
research involved and cite the source accurately.

https://bit.ly/3gGMX4k



https://casrai.org/credit/

contributorship

CRediT - Contributor Roles
Taxonomy

CRediT (Contributor Roles
Taxonomy) is high-level taxonomy,
including 14 roles, that can be used
to represent the roles typically
played by contributors to scientific
scholarly output. The roles describe
each contributor’s specific

contribution to the scholarly output.

14 Contributor Roles
Conceptualization Resources
Data curation Software
Formal Analysis Supervision
Funding acquisition Validation

Investigation
Methodology

Visualization
Writing - original draft

Project administration Writing - review & editing




WAME position

* 1. Chatbots cannot be authors. chatbots cannot meet the requirements for authorship as they cannot

understand the role of authors or take re_sgonsibility for the paper. Chatbots cannot meet ICMJE authorship criteria, particularly
“Final approval of the version to be published” and™Agreement to be accountable for all aspects of the work in ensuring that
questions related to the accuracy or integrity of any part of the work are appropriately investigated and resolved.” (21) A chatbot
cannot understand a conflict of interest statement, or have the legal standing to sign'a statement. Chatbots have no affiliation
independent of their creators. They cannot hold copyright. Authors submlttlng? a manuscript must ensure that all those named as
authors meet the authorship criteria, which clearly means that chatbots should not be included as authors.

« 2. Authors should be transparent when chatbots are used and provide

information about how the¥ were used. Since the field is evolvin _quick%y at present, authors using a chatbot to help them write
a paper should declare this tact and provide full technical specifications of the chatbot used (name, version, model, source) and
method of ap{)_llcatlon in the paper they are submitting %uery structure, syntax). This is consistent with the ICMJE
recommendation of acknowledging writing assistance. (22)

3. Authors are responsible for the work performed by a chatbot in their paper (including the

accuracy of what is presented, and the absence of plagiarism) and for appropriate attribution of all sources (including for material
roduced by the chatbot). Human authors of articles written with the help of a chatbot are responsible for the contributions made
y chatbots, mcludlngbthelr accuracy. They must be able to assert that there is no plagiarism in their paper, including in text
;])_roduced by the chatbot. Human authors must ensure there is ap?roimate attribution of all quoted material, including full citations.
hey should declare the sgemﬁc quer¥ function used with the chatbot. Authors will need to seek and cite the sources that support
the chatbot’s statements. Since a chatbot may be designed to omit sources that oppose viewpoints expressed in its output, it Is
the authors’ duty to find, review and include such counterviews in their articles.

4. Editors need appropriate tools to help them detect content
genel’a ted or altel’Ed by AI and these tools must be available regardless of their ability to pay. Many medical journal

editors use manuscript evaluation approaches from the 20th century but now find themselves face-to-face with Al innovations and industries from the
21st century, including manipulated plaﬂ|ar|zed text and images and paper mlll—%enerated documents. They have already been at a disadvantage
when trying to sort the legitimate from the fabricated, and chatbots such as ChatGPT take this challenge to a new level. Editors need access to tools
that will help them evaluate content efficiently and accurately. Publishers working through STM are already developl_n_? such tools. (23) Such tools
should be made available to editors regardless of ability to pay for them, for the good of science and the public. Facilitating their use through
incorporation into open-source publishing software such as Public Knowledge Project’s Open Journal Systems (24), and education about the use and
interpretation of screening outputs, would make automated screening of manuscript submissions a much-needed reality for many editors.

https://wame.org/page3.php?id=106



LLM In disserations



Text correctlon

A

N

Dissertations are both science and exams
Conflicting stance towards allowance of generative Al?

What are the norms?



Norm exploration at the LUMC graduate schoo

1) Did you use Large Language Models, such as ChatGPT, in the creation of your thesis?

No

Yes, for (multiple options possible)
i. Idea development: | used LLM to further investigate aspects of my field of research. This
led me to new ideas that were eventually included in this thesis. | did not include any text
output from LLM in my thesis.
ii. Text correction: | used LLM to correct/improve/translate a draft | had written. |
incorporated this newer version of the text into my thesis, with or without manual
adjustments.
iii. Text generation: | used LLM for text generation based on my input. | incorporated this
generated text into my thesis, with or without adjustments.

2) Ifyes, please describe below how, and where in your thesis. Clearly differentiate between the
scientific and the non-scientific part of the thesis.

3) Did you describe the use of LLMs as answered above in your thesis:
Not applicable
No: explanation
Yes, partially: explanation + reference to page numbers
Yes, completely: explanation + reference to page numbers

https://osf.io/4vr5w

This leaflet is shared on OSF under CC-BY-4.0 license via osf.io/2syfm.

LLM in PhD dissertations - decision tree

This is the decision tree used by the LUMC graduate school office to collect data on the use of LLMs in
dissertations. When there is uncertainty regarding two widely accepted principles of scientific integrity (i.e.
transparancy, and accountability/own work) in a dissertation, actions may be taken by the graduate school office in
order improve transparancy and accountability before finalization of the dissertation.

Did you use LLM, like
chatGPT, in the making
of you PhD dissertation?

(acknowledgement
section etc)

l

Idea- . Text correction
Text generation . . !
development (including translation)

Generated idea is the
central idea of the thesis
or major chapter. Use may

Developped idea is
not central to the
the complete work,
use s not
mentioned

Only published Only published
chapters, use is chapters, use is
mentioned. mentioned.

Also in
unpublished
chapters, use is
mentioned

Developped idea is
not central to the

' the complete work,
use is mentioned

Also in
unpublished
Developped idea is chapters, use is

only a small part of 8
the work (e.g. not mentioned

discussion sectionas
part of a greater
argument or line of
thought). Irrespective
of whether use s
mentioned

‘Some minor uncertainty on the “own
‘work” and/or transparancy on use. Strong uncertainty on “own

More information on this will be
No action taken obtained by contacting the PhD work and transparancy on use.
candidate or supenvisor, In case of Case will be summarised and
unsatisfactory response or escalated to the Dean.
explanation: escalation to Dean.




Build into Converis -

Large Language Models (e.g. ChatGPT) and thesis chapters * @

L[]
- agile as we run our
The LUMC graduate school keeps track of the use of Large Language Models {e.g. ChatGPT) in PhD dissertations. Please answer the following questions.
Did you use Large Language Models, such as ChatGPT, in the creation of your thesis? * OW n i n Sta n Ce Of

ONo @® Yes, for idea development O Yes, for text correction O Yes, for text generation

Idea development: | used LLM to further investigate aspects of my field of research. This led me to new ideas that were eventually included in CO nve r‘l S
this thesis. | did not include any text output from LLM in my thesis.

Text correction: | used LLM to correct/improveftransiate a draft | had written. | incorporated this newer version of the text into my thesis, with or A d b f
without manual adjustments. n n O U n Ce e O re

Text generation: | used LLM for text generation based on my input. | incorporated this generated text into my thesis, with or without adjustments. i p | e e ntat i O n

(March 15t vs 15th)

If yes, please describe below how, and where in your thesis. Clearly differentiate between the scientific and the non-scientific part of
the thesis.

Did you describe the use of LLMs as answered above in your thesis? *

Select LLM usage description v

Select LLM usage description

Mot applicable

Mo: explanation

Yes, partially: explanation + reference to page numbers
Yes, completely: explanation + reference to page numbers




First entry on 24-4-2023

REDACTED



conclusions
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|dentify the norms of LLM in academia

* Questionnaire to 300+ PhD candidates, all with same level of training on
scientific integrity. (LUMC and Science faculty)

* Previous participants of workshop “Scientific Conduct” (before february 2022)

* Question type is based on a scenario, with varying levels of chatGPT use, and
varying types of use (idea generation, text generation, tekst correction)



conclusions

- LM are now available to most of us as closed blackbox multi-tools
- Bias, hallicunations, commercial aspects

- What does Authorship mean and convey?
- accountability vs credit vs proof of skill

- Will improve written text and readability
- especially for protocolized tekst like code (not even discussed herel)
- Not sure whether it will improve writing

- Having a dedicated team to QI was particular useful in the first couple of months.
- Quick to react
- Research, policy and teaching activities was mutually informative
- BS unique combination of roles (AWV teaching, graduate school, epidemiologist)



Qi-leiden.com/dossierLLM

* Two formal announcements/guidance
* GDPR warning,
* converis launch,

* Third is being drafted as a wrap-up of
first 6 months.

* All products of the activities | just
described are gathered and shared

e A redacted version of this slidekit will
also be included.

Improve the way we do and organize our research

About QI

Ql projects @ OSF

Ql Journal Club




most activities in one slide in semi chronological order

* First intranet message GDPR warning ~ * leacher/student debate

* Discussion document circulated * Lecture Open Science Community
_eiden - future of academic writing

* Meeting with all exam boards uni
eiden

| ectures for several depts at LUMC
* Change in workshop scientific conduct upon request

covering 75% of new PhD's uni e | ecture for Student Council LUMC
Leiden (LUMC & Science)

e | UMC Graduate school board decision
on actions

* Change in policy AWV courses
* Meeting with CW|
* Publication editorial .

* Monitoring via Converis
* Ql journal club
* Start survey new PhD's for research

e First case of chatGPT fraud in BSC
thesis

* Second intranet message: authorship
* Converis implementation LUMC



Quality and Integrity of Science
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